

    
      
          
            
  
Laniakea Documentation
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Laniakea provides the possibility to automate the creation of Galaxy-based virtualized environments through an easy setup procedure, providing an on-demand workspace ready to be used by life scientists and bioinformaticians.

Galaxy is a workflow manager adopted in many life science research environments in order to facilitate the interaction with bioinformatics tools and the handling of large quantities of biological data.

Once deployed each Galaxy instance will be fully customizable with tools and reference data and running in an insulated environment, thus providing a suitable platform for research, training and even clinical scenarios involving sensible data. Sensitive data requires the development and adoption of technologies and policies for data access, including e.g. a robust user authentication platform.

For more information on the Galaxy Project, please visit the https://galaxyproject.org

Laniakea has been developed by ELIXIR-IIB, the italian node of ELIXIR, within the INDIGO-DataCloud project (H2020-EINFRA-2014-2) which aims to develop PaaS based cloud solutions for e-science.


Note

Laniakea is in fast development. For this reason the code and the documentation may not always be in sync. We try to make our best to have good documentatation
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Overview

Galaxy is a workflow manager adopted in many life science research environments in order to facilitate the interaction with bioinformatics tools and the handling of large quantities of biological data. Through a coherent work environment and an user-friendly web interface it organizes data, tools and workflows providing reproducibility, transparency and data sharing functionalities to users.

Currently, Galaxy instances can be deployed in three ways, each one with pros and cons: public servers, local servers and commercial cloud solutions. In particular, the demand for cloud solutions is rapidly growing (over 2400 Galaxy cloud servers launched in 2015), since they allow the creation of a ready-to-use galaxy production environment avoiding initial configuration issues, requiring less technical expertise and outsourcing the hardware needs. Nevertheless relying on commercial cloud providers is quite costly and can pose ethical and legal drawbacks in terms of data privacy.

ELIXIR-IIB in the framework of the INDIGO-DataCloud project is developing a cloud Galaxy instance provider, allowing to fully customize each virtual instance through a user-friendly web interface, overcoming the limitations of others galaxy deployment solutions. In particular, our goal is to develop a PaaS architecture to automate the creation of Galaxy-based virtualized environments exploiting the software catalogue provided by the INDIGO-DataCloud community (www.indigo-datacloud.eu/service-component).

Once deployed each Galaxy instance will be fully customizable with tools and reference data and running in an insulated environment, thus providing a suitable platform for research, training and even clinical scenarios involving sensible data. Sensitive data requires the development and adoption of technologies and policies for data access, including e.g. a robust user authentication platform.

The system allows to setup and launch a virtual machines configured with the Operative System (CentOS 7 or Ubuntu 14.04/16.04) and the auxiliary applications needed to support a Galaxy production environment such as PostgreSQL, Nginx, uWSGI and Proftpd and to deploy the Galaxy platform itself. It is possible to choose between different tools preset, or flavors: basic Galaxy or Galaxy configured with a selection of tools for NGS analyses already installed and configured (e.g. SAMtools, BamTools, Bowtie, MACS, RSEM, etc…) together with reference data for many organisms.
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Service architecture

The web front-end is designed to grant user friendly access to the service, allowing to easily configure and launch each Galaxy instance through the indigo_fgw portal.


[image: Galaxy as a cloud service architecture]

Laniakea architecture



All the required components to automatically setup Galaxy instances (Galaxy and all its companion software) are deployed using the indigo_orchestrator and the indigo_im services, based on the TOSCA orchestration language. The service is compatible with both OpenNebula and OpenStack, its deployment on different e-infrastructures. Moreover, it supports both VMs and Docker containers, leaving the selection of the virtual environment to the service providers. This effectively removes the need to depend on particular configurations (e.g. OpenStack, OpenNebula or other private cloud solution like Amazon or Google).

Persistent storage is provided to store users and reference data and to install and run new (custom) tools and workflows. Data security and privacy are granted through the INDIGO indigo_onedata component which, at the same time, allow for transparent access to the storage resources through token management. Data encryption implemented at file system level protects user’s data from any unauthorized access.

Automatic elasticity, provided using the indigo_clues service component, enables dynamic cluster resources scaling, deploying and powering-on new working nodes depending on the workload of the cluster and powering-off them when no longer needed. This provides an efficient use of the resources, making them available only when really needed.
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ELIXIR-IIB: The Italian Infrastructure for Bioinformatics


[image: ELIXIR-IIB logo]

ELIXIR-IIB (elixir-italy.org) is the Italian Node of ELIXIR (elixir-europe.org) and collects most of the leading Italian institutions in the field of bioinformatics, including a vast and heterogeneous community of scientists that use, develop and maintain a large set of bioinformatics services. It represents the Italian Node of ELIXIR, an European research infrastructure which goal is to integrate research data from all over Europe and ensure a seamless service provision easily accessible by the scientific community.

ELIXIR-IIB is also one of the scientific communities providing use cases to the INDIGO-Datacloud project (H2020-EINFRA-2014-2) which aims to develop PaaS based cloud solutions for e-science.

For a complete overview of ELIXIR-IIB related projects and services, please visit: http://elixir-italy.org/en/
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INDIGO-DataCloud


[image: INDIGO-DataCloud project logo]

The INDIGO-DataCloud project (H2020-EINFRA-2014-2) aims to develop an open source computing and data platform, targeted at multi-disciplinary scientific communities, provisioned over public and private e-infrastructures.

In order to exploit the full capabilities of current cloud infrastructures, supporting complex workflows, data transfer and analysis scenarios, the INDIGO architecture is based on the analysis and the realization of use cases selected by different research communities in the areas of High Energy Physics, Bioinformatics, Astrophysics, Environmental modelling, Social sciences and others.


[image: INDIGO-DataCloud architecture]

The INDIGO-DataCloud architecture
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The INDIGO-DataCloud communities



INDIGO released two software release:



	Release

	Code name

	URL





	First release

	MIDNIGHTBLUE

	https://www.indigo-datacloud.eu/news/first-indigo-datacloud-software-release-out



	Second release

	ELECTRICINDIGO

	https://www.indigo-datacloud.eu/news/electricindigo-second-indigo-datacloud-software-release






The INDIGO-DataCloud releases provide open source components for:


	IaaS layer: increase the efficiency of existing Cloud infrastructures based on OpenStack or OpenNebula through advanced scheduling, flexible cloud/batch management, network orchestration and interfacing of high-level Cloud services to existing storage systems.


	PaaS layer: easily port applications to public and private Clouds using open programmable interfaces, user-level containers, and standards-based languages to automate definition, composition and embodiment of complex set-ups.


	Identity and Access Management: manage access and policies to distributed resources.


	FutureGateway: a programmable scientific portal providing easy access to both the advanced PaaS features provided by the project and to already existing applications.


	Data Management and Data Analytics Solutions: distribute and access data through multiple providers via virtual file systems and automated replication and caching.




For a complete list of INDIGO-DataCloud services, please visit: https://www.indigo-datacloud.eu/service-component


The ELIXIR-IIB use case in INDIGO

ELIXIR-IIB in the framework of the INDIGO-DataCloud project is developing a cloud Galaxy instance provider, allowing to fully customize each virtual instance through a user-friendly web interface, overcoming the limitations of others galaxy deployment solutions.
In particular, our goal is to develop a PaaS architecture to automate the creation of Galaxy-based virtualized environments exploiting the software catalogue provided by the INDIGO-DataCloud community.


	All Galaxy required components automatically deployed (INDIGO PaaS Orchestrator and the Infrastructure Manager):


	Galaxy


	PostgreSQL


	NGINX


	uWSGI


	Proftpd


	Galaxy tools (from ToolShed)


	Reference Data






	User friendly access, allowing to easily configure and launch a Galaxy instance (INDIGO FutureGateway portal)


	Authentication (Identity and Access Management and FutureGateway)


	Persistent storage, data security and privacy (Onedata or IaaS block storage with filesystem encryption).


	Cluster support with automatic elasticity (INDIGO CLUES).





[image: ELIXIR-IIB use case architecture (single VM)]

ELIXIR-IIB use case in INDIGO architecture for single Galaxy instances deployment.




[image: ELIXIR-IIB use case archithecture (cluster)]

ELIXIR-IIB use case in INDIGO architecture for Galaxy with cluster support deployment





References

INDIGO services [https://www.indigo-datacloud.eu/service-component]
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Launch Galaxy

The Laniakea dashboard tiles allow user to deploy a standard Galaxy production environment [https://docs.galaxyproject.org/en/latest/admin/production.html] through two methods: Galaxy express and Galaxy live build.


See also

To login to the Laniakea dashboard visit the section: Authentication.
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Launch Galaxy Docker

The Laniakea dashboard tiles allow user to deploy Galaxy through its official Docker image [https://github.com/bgruening/docker-galaxy-stable].


See also

To login to the Laniakea dashboard visit the section: Authentication.
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Launch Galaxy cluster

Galaxy serves tools which may require a wide range of computing resources to properly work. To account this, the Laniakea dashboard tiles allow user to deploy a standard Galaxy production environment [https://docs.galaxyproject.org/en/latest/admin/production.html] connected to a compute cluster [https://galaxyproject.github.io/training-material/topics/admin/tutorials/connect-to-compute-cluster/tutorial.html].


See also

To login to the Laniakea dashboard visit the section: Authentication.
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Manage an encrypted instance

Laniakea provides the possibility to encrypt the storage volume associated to the virtual machine on-demand.

A detailed description of Laniakea encryption strategy is reported here: The encryption layer.


Warning

Only the external volume, where Galaxy data are stored, is encrypted, not the Virtual Machine root disk. The encryption layer should be secure enough to protect data uploaded from users to the Galaxy instance from any unwanted attention. However, users must be aware that the responsibility of correctly handling any sensitive data they upload to Laniakea falls on them and that the administrators of the Laniakea service can not be considered responsible for any data breach that may happen due to negligence by Galaxy users or the action of external malicious attackers.
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Create SSH Keys

SSH keys allow you to establish a secure connection between your computer and Galaxy.

Generating a key pair provides you with two long string of characters: a public and a private key. Laniakea upload the public key on the Galaxy server and then unlock it by connecting to it with a client that already has the private key. When the two match up, the system unlocks without the need for a password. You can increase security even more by protecting the private key with a passphrase.


Warning

Laniakea requires ONLY a SSH public key to instatiate Galaxy and grant you the access on the Virtual Machine.
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Virtual hardware presets

Each cloud provider enable a set of Image Flavor, defined in terms of Virctual CPUs (VCPUS), Memory, Disk, etc.


Laniakea@ReCaS

Currently, the following pre-sets are available at ReCaS-Bari facility:



	Name

	VCPUs

	RAM

	Disk

	Enabled





	small

	1

	2 GB

	20 GB

	No



	medium

	2

	4 GB

	20 GB

	No



	large

	4

	8 GB

	20 GB

	Yes



	xlarge

	8

	16 GB

	20 GB

	Yes



	xxlarge

	16

	32 GB

	20 GB

	No







Note

New flavors can be assigned to particular projects.
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Galaxy Flavours

Each Galaxy instance is customizable, through the web front-end, with different sets of pre installed tools (e.g. SAMtools, BamTools, Bowtie, MACS, RSEM, etc…), exploiting CONDA as default dependency resolver. New tools are automatically installed using the official GalaxyProject python library Ephemeris [https://ephemeris.readthedocs.io/en/latest/index.html].

Currently the following Galaxy flavours are available on Laniakea


Galaxy minimal


	Description:

	Galaxy production-grade server (Galaxy, PostgreSQL, NGINX, proFTPd, uWSGI).



	Reference data repository:

	usegalaxy.org Galaxy reference data CVMFS repository







Galaxy CoVaCS


	Description:

	Workflow for genotyping and variant annotation of whole genome/exome and target-gene sequencing data.

For more information on CoVaCs Flavour visit this page: CoVaCS on Galaxy.



	Reference data repository:

	ELIXIR-IT Galaxy CoVaCS reference data CVMFS repository



	Reference:

	https://www.ncbi.nlm.nih.gov/pubmed/29402227







Galaxy GDC Somatic Variant


	Description:

	Port of the Genomic Data Commons (GDC) pipeline for the identification of somatic variants on whole exome/genome sequencing data.

For more information on GDC Somatic Variant visit this page: GDC Somatic Variant on Galaxy.



	Reference data repository:

	usegalaxy.org Galaxy reference data CVMFS repository



	Reference:

	https://gdc.cancer.gov/node/246







Galaxy RNA workbench


	Description:

	More than 50 tools for RNA centric analysis.



	Reference data repository:

	usegalaxy.org Galaxy reference data CVMFS repository



	Reference:

	https://www.ncbi.nlm.nih.gov/pubmed/28582575







Galaxy Epigen


	Description:

	Based on Epigen project.



	Reference data repository:

	usegalaxy.org Galaxy reference data CVMFS repository



	Reference:

	Galaxy Epigen server [http://159.149.160.87/galaxy]






Create new Galaxy flavours

New flavors can be created through yaml recipes with the list of tools. A tool list example can be found here [https://raw.githubusercontent.com/indigo-dc/Galaxy-flavors-recipes/master/galaxy-testing/galaxy-testing-tool-list.yml].

For more information on how to create a flavour visit this page: Submit yout flavour.



References

Galaxy flavors [https://github.com/bgruening/docker-galaxy-stable#Extending-the-Docker-Image]

Ephemeris [https://ephemeris.readthedocs.io/en/latest/]

Ephemeris documentation [https://github.com/galaxyproject/ephemeris]

Conda for Galaxy tools dependencies [https://docs.galaxyproject.org/en/master/admin/conda_faq.html]
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Submit yout flavour


Note

To follow this procedure basic knowledge of Git is needed. If you feel unsure you can contact us using our support mail address (laniakea.helpdesk@gmail.com) and we will be happy to assist you in creating your flavour.
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Reference Data

Many Galaxy tools rely on the presence of reference data, such as alignment indexes or reference genome sequences, to efficiently work. A complete set of Reference Data, able to work with most common tools for NGS analysis is available for each Galaxy instance deployed.

The reference data are available for many species and shared among all the instances, avoiding unnecessary and costly data duplication, exploiting a CernVM-FS (CVMFS) [https://cvmfs.readthedocs.io/en/stable/] repository.

Laniakea automatically configures Galaxy to properly use them.

By default Laniakea exploits the usegalaxy.org reference data [https://galaxyproject.org/admin/reference-data-repo/#cvmfs-client-configuration], but for specific needs, e.g. new tools, it is possible to enable, using the Laniakea Dahsobard, different repositories:


[image: Reference data indexes]

Reference data indexes available for bowite




data.galaxyproject.org


	Description:

	The usegalaxy.org CVMFS repository hosts more than 4 TB of reference data. There are two primary directories in the reference data repository:


	/managed: Data generated with Galaxy Data Managers, organized by data table (index format), then by genome build.


	/byhand: Data generated prior to the existence/use of Data Managers, manually curated.




Currently, the Laniakea instances are preconfigured to mount /byhand data. More information can be found here [https://galaxyproject.org/admin/reference-data-repo/#cvmfs-client-configuration].

For GDC Somatic Variant flavour (GDC Somatic Variant on Galaxy) Galaxy is configured to use also an additional gdc_tool_data_table_conf.xml, which can be found here [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/data.galaxyproject.org/location/gdc_tool_data_table_conf.xml].







elixir-italy.covacs.refdata


	Description:

	This repository hosts specific reference data for CoVaCS pipeline, Laniakea configure the CoVaCS flavours to consume these data.







	Reference data cvmfs

	Details





	cvmfs repository name

	elixir-italy.covacs.refdata



	cvmfs server url

	90.147.75.251



	cvmfs config file

	elixir-italy.covacs.refdata.conf [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/cvmfs_server_config_files/elixir-italy.covacs.refdata.conf]



	cvmfs key file

	elixir-italy.covacs.refdata.pub [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/cvmfs_server_keys/elixir-italy.covacs.refdata.pub]



	cvmfs proxy url

	DIRECT



	galaxy tool data table

	tool-data-table.xml [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/elixir-italy.covacs.refdata/location/tool_data_table_conf.xml]








elixir-italy.galaxy.refdata


	Description:

	This repository is recommended only for testing tools and is currently not available on the Laniakea Dashboard. It is used for those tools need to ship reference data still not in the Galaxy Official CVMFS.







	Reference data cvmfs

	Details





	cvmfs repository name

	elixir-italy.galaxy.refdata



	cvmfs server url

	90.147.102.186



	cvmfs config file

	elixir-italy.galaxy.refdata.conf [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/cvmfs_server_config_files/elixir-italy.galaxy.refdata.conf]



	cvmfs key file

	elixir-italy.galaxy.refdata.pub [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/cvmfs_server_keys/elixir-italy.galaxy.refdata.pub]



	cvmfs proxy url

	DIRECT



	galaxy tool data table

	tool-data-table.xml [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/elixir-italy.galaxy.refdata/location/tool_data_table_conf.xml]








Supplementary information



	ELIXIR-Italy CVMFS documentation
	Default folders structure

	Additional folders

	CVMFS server details





	Manage CVMFS
	Cvmfs client setup

	Troubleshooting

	References










References

Galaxyproject CVMFS [https://training.galaxyproject.org/training-material/topics/admin/tutorials/cvmfs/tutorial.html]

CernVM-FS [https://cernvm.cern.ch/portal/filesystem]

CVMFS documentation [http://cvmfs.ireadthedocs.io/en/stable/]

Debugging CVMFS [https://cernvm.cern.ch/portal/filesystem/debugmount]
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ELIXIR-Italy CVMFS documentation

ELIXIR-Italy maintain two CVMFS repository, exploited by Laniakea.



	CVMFS

	Flavours supported

	folder tree





	elixir-italy.covacs.refdata

	galaxy CoVaCS

	tree structure [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/elixir-italy.covacs.refdata/structure/tree_elixir-italy.covacs.refdata]



	elixir-italy.galaxy.refdata

	galaxy Epigen, galaxy RNA-workbench, Galaxy GDC Somatic Variant Calling

	tree structure [https://raw.githubusercontent.com/indigo-dc/Reference-data-galaxycloud-repository/master/elixir-italy.galaxy.refdata/structure/tree_elixir-italy.galaxy.refdata]






A complete list of the reference data, with download link, is available here [https://docs.google.com/spreadsheets/d/1l0dbaVuT4qiXMGevrYtkRDvsNa052WT8WbBg_dFpqFM/edit?usp=sharing].


Default folders structure

The basic structure of the CVMFS repositories is the same. The repository directories are referred to the model organism genome different assemblies:

	
	at10


	at9


	dm2


	dm3


	dm6


	hg18


	hg19




	
	hg38


	mm10


	mm8


	mm9


	sacCer1


	sacCer2


	sacCer3







Inside each assembly directory there is the genome.fa and the refseq gtf and gff downloaded from UCSC and the tools indeces:


bwa

It has been created using the default command

$ bwa index -a bwtsw genome.fa







bowtie2

It has been created using the default command

$ bowtie2-build







bowtie

Created using the default command

$ bowtie-build







rsem

Created using the default command

$ rsem-prepare-reference --gtf (.gtf) --transcript-to-gene-map (table.txt) --bowtie (.fa) <assembly-name>








Additional folders

The two repositories hosts also spceific directories:


elixir-italy.covacs.refdata


annovar_db

Hosts the databases needed to perform CoVaCS pipeline downloaded from annovar repository using the annotate_variation.pl perl script.



bed_file_covacs

Hosts the bed files needed to perform CoVacs pipeline, the same bed files were present in the CINECA implementation of the CoVaCS pipeline.



location

Hosts the .loc file and the tool_data_table.xml file that will be used by galaxy CoVaCS flavours.




elixir-italy.galaxy.refdata


rRNAdatabase

Location of ribosomial RNA for sortmeRNA tool in galaxy RNA workbench flavour.



index_GATK_bundle

Location of genome indices for GATK toools for hg38 and hg19 assembly downloaded from GATK ftp bundle (https://software.broadinstitute.org/gatk/download/bundle).



location

Hosts the .loc file and the tool_data_table.xml file that will be used by galaxy RNA workbench, galaxy EPIGEN and galaxy GDC Somatic Variant flavours





CVMFS server details

Since, cvmfs relies on OverlayFS or AUFS as default storage driver and Ubuntu 16.04 natively supports OverlayFS, it is used as default choice to create and populate the cvmfs server.

A resign script is located in /usr/local/bin/Cvmfs-stratum0-resign and the corresponding weekly cron job is set to /etc/cron.d/cvmfs_server_resign.

Log file is located in /var/log/Cvmfs-stratum0-resign.log.
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Manage CVMFS

The CernVM-File System (conversely cvmfs) provides a scalable, reliable and low-maintenance software distribution service. It was developed to assist High Energy Physics (HEP) collaborations to deploy software on the worldwide distributed computing infrastructure used to run data processing applications.

CernVM-FS is implemented as a POSIX read-only file system in user space (a FUSE module). When initially mounted, CVMFS does not consume any local disk space on the client (in this case, your Galaxy server). Instead, as files are accessed, they are pulled from the server to a local disk-based cache of a configurable size. The reference data Files and directories are hosted on standard web servers and mounted on /cvmfs directory

For example, listing the CVMFS elixir-italy.galaxy.refdata will results in:

$ ls -l /cvmfs/elixir-italy.galaxy.refdata/
total 60
drwxr-xr-x. 5 cvmfs cvmfs 4096 May 21 20:10 at10
drwxr-xr-x. 5 cvmfs cvmfs 4096 May 21 20:10 at9
drwxr-xr-x. 3 cvmfs cvmfs 4096 May 21 20:10 dm2
drwxr-xr-x. 7 cvmfs cvmfs 4096 May 21 20:11 dm3
drwxr-xr-x. 7 cvmfs cvmfs 4096 May 21 20:15 hg18
drwxr-xr-x. 7 cvmfs cvmfs 4096 May 21 18:36 hg19
drwxr-xr-x. 7 cvmfs cvmfs 4096 May 21 20:18 hg38
drwxr-xr-x. 7 cvmfs cvmfs 4096 May 21 20:22 mm10
drwxr-xr-x. 3 cvmfs cvmfs 4096 May 21 20:22 mm8
drwxr-xr-x. 7 cvmfs cvmfs 4096 May 21 20:25 mm9
-rw-r--r--. 1 cvmfs cvmfs   57 May 21 18:31 new_repository
drwxr-xr-x. 3 cvmfs cvmfs 4096 May 21 20:25 sacCer1
drwxr-xr-x. 3 cvmfs cvmfs 4096 May 21 20:25 sacCer2
drwxr-xr-x. 7 cvmfs cvmfs 4096 May 21 20:25 sacCer3
-rw-r--r--. 1 cvmfs cvmfs    0 May 21 18:31 test-content






Note

The files hosted on a CVMFS repository are pulled from the server only if required, resulting in an empty directory if the file are not required. For example, just listing the directory content will cause the files to be mounted.
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Galaxy production environment

Laniakea allows to setup and launch a virtual machine (VM) configured with the Operative System (CentOS 7 or Ubuntu 16.04) and the auxiliary applications needed to support a Galaxy production environment such as PostgreSQL, Nginx, uWSGI and Proftpd and to deploy the Galaxy platform itself. A common set of Reference data is available through a CernVM-FS volume. Once deployed each Galaxy instance can be further customized with tools and reference data.

The Galaxy production environment is deployed according to Galaxy official documentation: https://docs.galaxyproject.org/en/latest/admin/production.html.


[image: galaxy production environment]


OS support

CentOS 7 is our default distribution, Given its adherence to Standards and the length of official support (CentOS-7 updates until June 30, 2024, https://wiki.centos.org/FAQ/General#head-fe8a0be91ee3e7dea812e8694491e1dde5b75e6d). CentOS 7 and Ubuntu 16.04 are both supported.


Warning

Selinux is by default disabled on CentOS.
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Galaxy Docker instance

The Laniakea Galaxy Docker application run a Galaxy Docker container inside a Centos 7 virtual machine. The Official Galaxy Docker image [https://github.com/bgruening/docker-galaxy-stable] is used. Currently, Laniakea supports the following Docker images:


	bgruening/galaxy-stable [https://hub.docker.com/r/bgruening/galaxy-stable/tags]


	laniakeacloud/galaxy-covacs [https://hub.docker.com/r/laniakeacloud/galaxy-covacs/tags]


	laniakeacloud/galaxy-gdc_somatic_variant [https://hub.docker.com/r/laniakeacloud/galaxy-gdc_somatic_variant/tags]


	bgruening/galaxy-rna-workbench [https://hub.docker.com/r/bgruening/galaxy-rna-workbench/tags]


	laniakeacloud/galaxy-epigen [https://hub.docker.com/r/laniakeacloud/galaxy-epigen/tags]





Note

Docker is configured to install all docker-engine files on /export, i.e. in the external storage.
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Cluster configuration

Laniakea provides the possibility to instantiate Galaxy with SLURM as Resource Manager and to customize the number of virtual worker nodes and the workenr nodes and front-end server virtual hardware, e.g. vCPUs and memory.

Furthermore, automatic elasticity, provided using CLUES [https://ec3.readthedocs.io/en/latest/arch.html#clues], enables dynamic cluster resources scaling, deploying and powering on new working nodes depending on the workload of the cluster and powering-off them when no longer needed. This provides an efficient use of the resources, making them available only when really needed.

Conda packages used to solve Galaxy tools dependencies are stored in /export/tool_deps/_conda directory and shared between front and worker nodes.


job_conf.xml configuration

SLURM has been configured following the GalaxyProject tutorial [https://galaxyproject.github.io/training-material/topics/admin/tutorials/connect-to-compute-cluster/tutorial.html].

In particular the number of tasks per nodes, i.e. the $GALAXY_SLOTS, is set at --ntasks=2 by default.


[image: ../../_images/cluster_history.png]

Moreover, to allow SLURM restart on elastic cluster, the number of connection retries has been set to 100.

<?xml version="1.0"?>
<job_conf>
    <plugins>
        <plugin id="local" type="runner" load="galaxy.jobs.runners.local:LocalJobRunner" workers="2"/>
        <plugin id="slurm" type="runner" load="galaxy.jobs.runners.drmaa:DRMAAJobRunner" workers="100">
            <param id="drmaa_library_path">/usr/local/lib/libdrmaa.so</param>
            <param id="internalexception_retries">100</param>
        </plugin>
    </plugins>
    <handlers default="handlers">
        <handler id="handler0" tags="handlers"/>
        <handler id="handler1" tags="handlers"/>
        <handler id="handler2" tags="handlers"/>
        <handler id="handler3" tags="handlers"/>
    </handlers>
    <destinations default="slurm">
        <destination id="slurm" runner="slurm" tags="mycluster" >
                <param id="nativeSpecification">--nodes=1 --ntasks=2</param>
        </destination>
        <destination id="local" runner="local">
                <param id="local_slots">2</param>
        </destination>
    </destinations>
    <tools>
        <tool id="upload1" destination="local"/>
    </tools>
    <limits>
        <limit type="registered_user_concurrent_jobs">1</limit>
        <limit type="unregistered_user_concurrent_jobs">0</limit>
        <limit type="job_walltime">72:00:00</limit>
        <limit type="output_size">268435456000</limit>
    </limits>
</job_conf>







Shared file system

Current cluster configuration foresee two paths shared between front and worker nodes:


	/home where Galaxy is installed.


	/export where Galaxy input and output datasets are stored. Here is also mounted the external (encrypted) storage volume, allowing to share it among worker nodes.





Note

The NFS exports configuration file is: /etc/exports
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Authentication

Currently, the authentication system relies on INDIGO-AAI.

To login into the portal, select the Sign in section on top-right:


[image: FGW Sign In]


Registration

It is needed to register to the portal at the first login. Register with your preferred username or using Google authentication.


[image: Select login method]

Fill the registration form using a valid e-mail address:


[image: registration form]

and accept the usage policy to complete the registration:


[image: policy form]

A confirmation e-mail is the sent your e-mail address:


[image: confirmation alert]

You don’t need to answer to this mail, just follow the instructions, going to the link in the e-mail.


[image: confirmation mail]


[image: success alert]

Once confirmed, your request has to be approved by the site administrators. This usually does not require too much time.

Once your request is approved, you will be notified by mail and asked to insert your password.
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Finally at the first login you have to allow the Laniakea portal to acquire your login information:
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Login

To login into the portal, select the Sign in section on top-right:


[image: FGW Sign In]

Then insert your credentials or login using another authentication provider, you used during the registratrion procedure, like Google.
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Finally, you can access the dashboard and instantiate Galaxy:


[image: FGW portal]
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Frequently Asked Questions

Laniakea FAQs.


How to manually recover Galaxy after VM reboot

Recover Galaxy after Virtual Machine reboot



I’m unable to create users from admin panel

User creation error
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The encryption layer

While the adoption of a distributed environment for data analysis makes data difficult to be tracked and identified by a malevolus attacker, full data anonymity and isolation is still not granted.

The user data privacy is granted through LUKS storage encryption as a service: data are isolated from any other instance on the same platform and from the cloud service administrators.
In the past version, users were required to insert a password to encrypt/decrypt data directly on the virtual instance during its deployment, through SSH connection.

In the second Laniakea release the encryption procedure has been completely re-worked and automated in order to simplify the user experience: now the user can encrypt storage on-demand, using a strong random alphanumerical passphrase, without having to interact with the Galaxy instance through SSH.
This has been achieved integrating the key management system Hashicorp Vault (vaultproject.io) to store encryption keys, which are shown in the Laniakea Dashboard only if explicitly requested by the user.

Disk encryption ens